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Abstract: High utility itemset mining (HUIM) utilizes the threshold value to extract HUI 12 
from the transactional database. However, it is difficult to define an optimal threshold 13 
value, since it depends on the domain knowledge of the application. Therefore, Top-k 14 
HUIM is used to solve the problem of setting a threshold. A user can define a k value, 15 
which represents the number of HUIs. Moreover, there exist itemsets occurring at a spe- 16 
cific time interval, which can become HUI. Since the traditional HUIM algorithm does not 17 
consider the transaction with the time interval, the HUIM algorithm cannot be used di- 18 
rectly. Therefore, high-on-shelf utility itemset mining (HOUIM) is used to address the 19 
above problem in this study. The proportion of the utility value of the item in all of the 20 
time intervals with the itemset is used for determining whether the itemset is HOUI or 21 
not. In the Top-k HOUIM, the KOSHU algorithm is used based on the data structure, ig- 22 
noring the item with the negative profit in overestimating the utility of the itemset. The 23 
KOSHU algorithm needs less processing time. However, the KOSHU algorithm has to 24 
scan the database twice and sort the database once. Therefore, we developed an efficient 25 
algorithm based on the TIPN Table to mine Top-k HOUIs. The developed data structures 26 
include TIPN and MINC tables, IO Bitmap, and TIUL. In the TIPN table, we recorded 27 
positive items, positive utilities, negative items, and negative counts. The MINC table is 28 
used for storing the local/global counts of all of the items with negative profits. In the 29 
algorithm, we scanned the database only once. The developed algorithm is more efficient 30 
than the KOSHU algorithm. 31 

Keywords: data mining; high on-shelf utility itemset mining; negative unit profits; static 32 
transac-tional database; top-k high utility itemset mining 33 
 34 

1. Introduction 35 

In the frequent weighted itemsets mining (FWIM) [10], the frequency and the weight 36 
of the item are considered. The high utility itemsets mining (HUIM) [7,8] has become pop- 37 
ular recently. If the utility value of itemset X is not less than the minimum threshold value, 38 
then itemset X is a HUI. However, it is difficult to define an appropriate threshold value. 39 
To address the issue, the Top-k HUIM [8] has been proposed. The default threshold value 40 
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is set to 0, and then several threshold values are used, such as remaining item utility (RIU) 1 
and remaining utility constraint (RUC). 2 

The traditional HUIM algorithm considers all of the transactions in the database on- 3 
shelf. The high on-shelf utility itemset mining (HOUIM) [3] has been proposed by consid- 4 
ering the on-shelf time interval of the transaction to find itemsets with high utility in the 5 
specific time interval. All of the transactions are added with another field as a time interval, 6 
which indicates that the transaction is on-shelf as shown in Table 1. The related profit of 7 
items a, b, c, and d is 2, 4, 1, and 3, respectively.  8 

Table 1. Database D1 with on-shelf time intervals 9 

TID Transaction Interval 
T1 (a, 1)(b, 2)(c, 1) 1 
T2 (c, 3)(d, 2) 1 
T3 (b, 2)(c, 4)(d, 3) 2 
T4 (b, 6)(d, 2) 2 

The total utility of a time interval h is denoted as TIU (h), which is calculated as the 10 
sum of the utility of transactions in which the time interval is h. The utility of itemsets in 11 
a certain time interval is equal to the summation of the utility of all itemsets in a certain 12 
interval. The result of the total utility of time interval 1 is 20 and that of time interval 2 is 13 
51. The relative utility of the given itemset X is used for determining whether the itemset 14 
is a HOUI. 15 

Singh et al. proposed the top-k high utility itemset mining (TKEH) algorithm [8] for 16 
mining the Top-k HUIs. Srikumar proposed the THUI algorithm [6] to mine the Top-k 17 
HUIs. Ashraf et al. proposed the TKN algorithm [2]. Later, HOUIM [4] is considered as 18 
the time interval. The redefined transaction-weighted utility (RTWU) [9] is a utility over- 19 
estimated value that ignores items with negative profits. The KOSHU algorithm [4] is con- 20 
structed based on the utility list structure to mine Top-k HOUIs. The KOSHU algorithm 21 
reduces the number of candidates during the mining process. However, the KOSHU al- 22 
gorithm needs to scan the database twice. 23 

To reduce the number of database scans in the static database, we developed an effi- 24 
cient algorithm called TIPN-table-based to extract Top-k HOUIs. We applied the local and 25 
global concepts to deal with items with a negative profit. We also introduced the IO Bit- 26 
map to record the occurrence of all of the items according to different time intervals. We 27 
proposed two pruning strategies based on the research results. The developed TIPN-Ta- 28 
ble-based algorithm is more efficient than the KOSHU algorithm. 29 

2. Koshu Algorithm 30 

The KOSHU algorithm [4] mines Top-k HOUIs. The KOSHU algorithm calculates 31 
RTWU values for all of the items and sorts them in the defending order. Then, they apply 32 
two threshold-increasing strategies. Moreover, they used a pruning strategy to effectively 33 
diminish the processing time. However, the KOSHU algorithm requires iterating the da- 34 
tabase twice to mine the Top-k HOUIs. Moreover, the utility list for each item was con- 35 
structed by the KOSHU algorithm. 36 

3. TIPN-table-based algorithm 37 

We used an example database to illustrate the developed algorithm. We described 38 
variables, four data structures, three pruning strategies, two strategies for increasing the 39 
threshold value. 40 
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3.1. Example Database 1 

We used an example database D2 to illustrate the algorithm (Table 2). Each item in 2 
the set I has its profit = [a:5, b:-2, c:3, d:-1, e:3, f :4]. Each transaction Tj in database D2 3 
contains a unique identifier TID. Moreover, in each transaction Tj, we use a subset of items 4 
I with the related count and a related time interval. 5 

Table 2. Example database D2 with on-shelf time intervals 6 

TID Transaction Interval 
T1 (b, 3)(d, 2)(f, 4) 1 
T2 (b, 2)(c, 7)(d, 4)(e, 5) 1 
T3 (a, 6)(c, 3)(d, 4) 2 
T4 (a, 4)(d, 2)(e, 2) 2 
T5 (b, 3)(c, 8)(d, 5)(e, 4) 3 
T6 (b, 1)(c, 6)(d, 3) 3 

3.2. Figures, Tables, and Schemes 7 
P_V al(i) and Q_V al(i) represent the profit and the quantity value of item i, respec- 8 

tively. Moreover, UT (i, Tj) is defined as the Utility of item i in Transaction Tj, which is 9 
calculated as the product of P_V al(i) and Q_V al(i). UT (X, Tj) represents the utility of 10 
itemset X in transaction Tj, which is calculated as the cumulative utility. TotalU (T ) rep- 11 
resents the total utility of transaction T, which is the sum of the utility of each item in 12 
transaction T. The total utility of each transaction in database D2 is 8, 23, 35, 22, 21, and 13, 13 
for transactions T1, T2, T3, T4, T5, and T6, respectively. Each product is on the shelf at dif- 14 
ferent time intervals. We defined the list of whole time intervals (TIList) as in database D2. 15 
TotalTI(h) represents the utility of time interval h. The total utilities of all of the time in- 16 
tervals in database D2 are [a, 59], [b, 83], [c, 106], [d, 142], [e, 77], and [f, 14]. The utility of 17 
itemset X in time interval h is denoted as UTI(X, h). The relative utility of the itemset is 18 
used for determining whether the itemset is an HOUI or not. RelativeU (X) represents the 19 
Relative Utility of the itemset, which is computed by the utility of itemset X divided by 20 
the total utility of each time interval that contains itemset X in the database. 21 

3.3. Data Structures 22 

In the proposed data structure, we stored the information of each transaction in the 23 
TIPN table. Negative items are ignored in the overestimated value of the itemset. We de- 24 
signed the NIMC table to keep the local minimum of each negative item according to dif- 25 
ferent time intervals. Obviously, in mining top-k high on-shelf utility itemset, the thresh- 26 
old is initially set to 0 and it is increased during the mining process. We used the bitmap 27 
to store the status of the occurrence of each item according to different time intervals. We 28 
used the TIList to achieve the goal. The TIPN table has six columns as shown in Table 3. 29 
Each row in TIPN_Table contains a set of transactions at that time interval, and each trans- 30 
action is classified as positive items and negative items. Furthermore, the utility of each 31 
positive item in the transaction is stored. Here, we stored the count of each negative item 32 
to construct the NIMC table. 33 

Table 3. TIPN table of database D 34 

  35 
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Time Interval TID Positive Items Positive Utility Negaitve Items Negative Count 

1 

T1 f f: 16 b, d b: 3, d: 2 

T2 c, e c: 21, e: 10 b, d b: 2, d: 4 

2 

T3 a, c a: 30, c: 9 d d: 4 

T4 a, e a: 20, e: 4 d d: 2 

3 

T5 c, e c: 24, e: 8 b, d b: 3, d: 5 

T6 c c: 18 b, d b: 1, d: 3 

 1 
We constructed the data structure of the NIMC table to decrease the overestimated 2 

utility. Moreover, we used two counts, global noise correction (GNC) and local noise cor- 3 
rection (LNC), to record the minimum count of each negative item (b and d). The Global 4 
minimum count (GMC) of each negative item is also recorded. For each negative item, we 5 
calculated the minimum count of each time interval and stored it in the GMC column. 6 
When count = 0, we skipped it. For example, for negative item b, we recorded 2, 0, 1, for 7 
time intervals 1, 2, 3, respectively, and recorded GMC = 1. IO_Bitmap was used for storing 8 
the occurrence of each item in the database and it is constructed during the initial pass of 9 
the database. For example, for item c in time interval 1, the related bits are 01. 10 

TIList was used to discover HOUIs efficiently based on the utility list. We defined a 11 
list of itemset  X  as  𝑇𝐼𝑈𝐿(𝑋) = {(𝑇𝐼, {(𝑇𝐼𝐷, 𝑃_𝑈𝑡𝑖𝑙, 𝑁_𝑈𝑡𝑖𝑙, 𝑁𝐺𝐶_𝑈𝑡𝑖𝑙, 𝑅_𝑈𝑡𝑖𝑙)})}, where 12 
Tl is the time interval, P_Util is the positive utility of itemset X in transaction TrID. N_Util 13 
is the negative utility of itemset X in transaction TID and NGC_Util is the negative utility 14 
of itemset X that considers GMC in transaction TT ID. UTGC(I,Tj) = TU (i, Tj),  if P_V al(i) 15 
> 0. Moreover, UTGC(i, Tj) = GC(i) × P_Val(i), if P_V al(i) < 0. Furthermore, the Remaining 16 
Utility (R_Util) of itemset X in transaction TT ID is defined as follows. 17 

𝑅!"#$%&,(!) =6 𝑈𝑇𝐿𝐶7𝑖, 𝑇*8
#∈(!∧#≻.∀.∈&

 (1) 

where 𝑈𝑇𝐺𝐶7𝑖, 𝑇*8 adopts the GMC of each negative item according to the NIMC table. 18 
Then, the utility of item i is calculated as UTLC(b, 𝑇0) = GC(b) × P Val(i) = 2 × (-4) = −8. 19 

The TIList of itemset X stores the positive utility and negative utility of itemset X. 20 
Moreover, The list stores the negative utility by considering the GMC of each period. Table 21 
4 shows the TIList of item e. In the mining process, the algorithm constructs a list for each 22 
single item in the database. Then, the list is used for extracting HOUIs in the mining 23 
procedure. To calculate the utility of the itemset and the overestimated utility of the item, 24 
we defined variables as follows. (1) sumP_Util(X) means the sum of Positive Utilities 25 
P_Util(X) of TIUL of X; (2) sumN_Util(X) means the sum of Negative Utilities N_Util(X) 26 
of TIUL of X.; (3) sumNLC_Util(X) means the sum of Negative Utilities with Local 27 
minimum Count NNGC_Util of TIUL of X.; (4) sumR_Util(X) means the sum of 28 
Remaining Utilities R_Util of TIUL of X.; (5) sumN_Util(X) means the accumulation of 29 
Positive Utilities and Negative Utilities of TIUL of X. 30 

Table 4. TIList of item e. 31 
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Itemset Time Interval TID P_Util N_Util NLC_Util R_Util 

e 

1 2 10 0 0 15 

2 4 4 0 0 -2 

3 5 8 0 0 19 

 1 

3.3. Pruning Strategies 2 

We introduced three pruning strategies. In the first pruning strategy called TWUGC, 3 
which is motivated by the RTWU [5], we define the TWUGC as follows. 4 

𝑇𝑊𝑈𝐺𝐶(𝑋) =6 𝑇𝑜𝑡𝑎𝑙𝑈_𝐺𝐶(𝑇*)
&∈(!∧(!∈1

 (2) 

𝑇𝑜𝑡𝑎𝑙𝑈_𝐺𝐶7𝑇*8 =6 𝑈𝑇𝐺𝐶(𝑖, 𝑇*).
#∈(!∧(!∈1

 (3) 

𝑈𝑇𝐺𝐶7𝑖, 𝑇*8 = =
𝑇𝑈(𝑖, 𝑇*),				𝑖𝑓	𝑃_𝑉𝑎𝑙(𝑖) > 0.

𝐺𝐶(𝑖) × 𝑃_𝑉𝑎𝑙(𝑖),			𝑖𝑓	𝑃_𝑉𝑎𝑙(𝑖) < 0. (4) 

The TWUGC of itemset X is the sum of 𝑇𝑜𝑡𝑎𝑙𝑈_𝐺𝐶7𝑇*8 in transactions, where item- 5 
set X appears. 𝑇𝑜𝑡𝑎𝑙𝑈_𝐺𝐶7𝑇*8 is calculated as the sum of utilities of items in transactions 6 
𝑇*. If the item is negative, the utility of the item is calculated as the product of GMC of the 7 
item and the profit of the item. For the second pruning strategy, the RLC pruning strategy 8 
prunes hopeless candidates. We utilized the utility list to calculate the overestimated util- 9 
ity value of the relative utility of the itemset. For the third pruning strategy, the TIO prun- 10 
ing strategy prunes the subtrees of the set-enumeration tree which do not appear in the 11 
database during the mining process. We introduced the IO Bitmap which recorded the 12 
occurrence statuses of all of the items.  13 

3.4. Threshold Increased Strategies  14 

We introduced two strategies with increased thresholds. The RPRU_Size1 strategy 15 
was used to calculate the relative utility for all of the positive items in database D and 16 
insert those positive items into the RPRU_Size1_List. Then, the RPRU_Size1 strategy sorts 17 
the RPRU_Size1 list according to the descending order of relative utilities and it increases 18 
the threshold value to the k-highest relative utility in the RPRU_Size1 list. The RRU_Size2 19 
strategy was used to calculate the relative utilities for all of the items in database D and 20 
insert them into RRU_Size2 list. The RRU_Size2 strategy sorts the RRU_All_List according 21 
to the descending order of relative utilities and it increases the threshold value to the k- 22 
highest relative utility in the RRU_All_List.  23 
3.5. Mining Process 24 

The mining process of the developed algorithm is as follows. 25 

3.5.1. Preprocessing Step 26 

In this step, we constructed TIList, TotalTI table, TIPN table, IO table, and NIMC table. 27 
In addition, LMC and GCM were added. After scanning the database once, the algorithm 28 
performed the RPRU-Size1 strategy to increase the value of ThreVal. To obtain the real 29 
relative utility of positive item a, we calculated the utility of positive item a by using the 30 
TIPN table. The results showed that UD(a) = 115 TI_Occu_List(a) = {1, 2, 3}, and 31 
TI_Occu_Total(a) = 133. The real relative utility of item a is calculated as UD(a) / 32 
TI_Occu_Total(a) = 0.86. The result of RPRU_Size1 list which stores real relative utilities 33 
of positive items is [Each positive item, RPRU] = [[a, 0.86], [c, 0.54], [e, 0.17], [f, 0.09]]. If 34 
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the size of RPRU Size1 list was not less than k, we increased the threshold value to the k- 1 
highest value in RPRU_Size1_List. On the other hand, TK_List stored the k-highest HOUIs 2 
by the descending order of the relative utility. Therefore, TK_List was updated by 3 
RPRU_Size1_List. 4 

Then, we calculated the TWUGC value of all of the items in the database to overesti- 5 
mate the relative utility. We defined a total order (TWUGC_Order) for finding the Top-k 6 
HOUIs efficiently. TWUGC_Order has three ordering rules. First, positive items are 7 
sorted by the descending order of TWUGC. Second, negative items are sorted by the de- 8 
scending order of TWUGC. Third, negative items are sorted in positive items. 9 
TWUGC_Order of database D2 is [f, a, e, c, b, d]. Table 5  shows the result of the sorted 10 
TIPN table. 11 

After the TIPN table was sorted by the TWUGC_Order, the developed algorithm cre- 12 
ated a TIList for all of the single items in the database. The TIList of each item was used 13 
for discovering itemsets with a large size by using the itemset expansion method. 14 

Table 5. Sorting TIPN table in TWUGC 15 

Time Interval TID Positive Items Positive Utility Negaitve Items Negative Count 

1 

T1 f f: 16 b, d b: 3, d: 2 

T2 e, c c: 21, e: 10 b, d b: 2, d: 4 

2 

T3 a, c a: 30, c: 9 d d: 4 

T4 a, e a: 20, e: 4 d d: 2 

3 

T5 e, c c: 24, e: 8 b, d b: 3, d: 5 

T6 c c: 18 b, d b: 1, d: 3 

 16 

To increase the minimum threshold value for finding Top-k HOUIs, the algorithm 17 
applied another threshold-increased strategy called the RRU-Size2 strategy. In the RRU- 18 
Size2 strategy, the real relative utility is calculated for each size 2 itemsets and stored in 19 
the RRU_Size2 list. Moreover, the algorithm uses the Time Interval_Utility list and IO_Ta- 20 
ble to calculate the real relative utility of the size 2 itemset efficiently. For obtaining the 21 
real relative utility of itemset x∪y, we need to calculate the utility of itemset x ∪ y and the 22 
total utility of each time Interval which contains the occurrence of itemset x ∪ y. The real 23 
relative utility of x ∪ y can be calculated as Relative(x ∪ y) = UD(x ∪ y)/TI_Occu_Total(x ∪ 24 
y). The TK list is updated by the RRU_ALL list. 25 
3.5.2. Mining Step 26 

In the mining step, the algorithm applies the pattern growth method to discover Top- 27 
k HOUIs. At the beginning of the mining process, the algorithm traverses through all of 28 
the TIULs of items from the root node of the set- enumeration tree, i.e. empty itemset. In 29 
each iteration, the original itemset P is appended with the current item x to obtain a new 30 
itemset NewP = P ∪ {x}. Then, the algorithm checks whether the new itemset NewP is an 31 
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HOUI or not. If the relative utility of the itemset is not less than the threshold value 1 
ThreVal, the itemset is a HOUI. If the relative utility of the new itemset NewP is greater 2 
than the k-highest relative utility in the TK list, the algorithm removes the k-highest item- 3 
set and inserts the new itemset NewP into the TK list. Moreover, the threshold value 4 
ThreV al is updated as the k-highest relative utility in the TK list. To calculate the relative 5 
utility of new itemset NewP, we calculated the utility of new itemset NewP in the database 6 
and the total utility of each time interval that contains the occurrence of the new itemset 7 
in the database TI Occu_Total. For calculating the utility of new itemset NewP, the algo- 8 
rithm uses TIUL of itemset NewP. The sum of positive utilities and negative utilities of 9 
itemset NewP contains sumPN_Util(NewP ), which is the accumulation of positive utili- 10 
ties sump_Util(NewP ), and the accumulation of negative utilities sumN_Util(NewP ). 11 

If sumPN_Util(NewP) is less than 0, the algorithm skips it directly. For calculating 12 
TI_Occu_Total, the algorithm performs the AND operation of all of the time intervals of 13 
itemset NewP in IO_Bitmap. If the related utility of the new itemset NewP is not less than 14 
the threshold value ThreV al, the new itemset NewP is a HOUI. The objective is to discover 15 
the Top-k HOUIs within the database. Moreover, the algorithm creates a list called TK list 16 
to store the Top-k HOUIs during the mining process. The TK list is a list that dynamically 17 
sorts all of the HOUIs in the TK list according to the descending order of relative utilities. 18 
If the size of the TK list is less than the user-defined parameter k, the algorithm inserts the 19 
new itemset NewP into the TK list directly. If the size of the TK list is equal to the user- 20 
defined parameter k, the algorithm checks whether the relative utility of new itemset 21 
NewP is greater than the k- highest relative utility in the TK list or not. If the result is true, 22 
the new itemset NewP is inserted into the TK list. After the above checking, whether the 23 
new itemset NewP is HOUI or not, the algorithm applies the TWUGC pruning strategy 24 
to prune unpromising itemsets. 25 

4. Performace Evaluation 26 

The TIPN-table-based algorithm and the KOSHU algorithm were evaluated for their 27 
performance [4]. For evaluation, we utilized two databases, real and synthetic databases. 28 

4.1. Performance Model  29 

The real database is the sparse database downloaded from the SPMF library [5]. The 30 
retail database has a density of lower than 1% as a sparse database. The value of the time 31 
interval is 5, which is equal to the consideration of the KOSHU algorithm [4]. We set k to 32 
the range between 50 and 150. The real database has 88162 transactions (containing 16470 33 
items) with density=0.06. For the synthetic database, we utilized four parameters T, I, MI, 34 
and NP to experiment with the TIPN-table-based algorithm and KOSHU algorithm, 35 
where T represents the total amount of transactions in the database, I represents the total 36 
amount of distinct items of the database. MI represents the maximum amount of distinct 37 
items of a single transaction and NP represents the percentage of counts of items with 38 
negative profits. For example, T_10000_I4000_MI10_NP_80 is a synthetic database with 39 
10000 transactions, 4000 distinct items, up to 10 distinct items in a single transaction, and 40 
80% of items with negative profits. These synthetic databases are obtained from the IBM 41 
Almaden Quest research group [1]. 42 

4.2. Experiment Results 43 
We compared the performance of the TIPN-table-based algorithm and the KOSHU 44 

algorithm [4]. The KOSHU algorithm produced the EMPRS data structure during the pre- 45 
processing step, which was time-consuming. Moreover, the number of candidates for the 46 
TIPN-table-based algorithm is smaller than that of the KOSHU algorithm. There are two 47 
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reasons why the algorithm could generate less number of candidates than the KOSHU 1 
algorithm. First, the TWUGC pruning strategy considered the GMC of all of the items 2 
with negative profits. Second, the RLC pruning strategy utilizes the LMC of all of the items 3 
with negative profits at each time interval. Therefore, the remaining utility of the RLC 4 
pruning strategy is tighter than that of the KOSHU algorithm. Moreover, the number of 5 
candidates was pruned by the algorithm more than that of the KOSHU algorithm during 6 
the mining process. 7 

Figure 1 shows the comparisons of the performance between these two algorithms 8 
by using the real database retail. As the value of k is increased, the performance measures 9 
including the processing time and the number of candidates of our proposed algorithm 10 
are better than those of the KOSHU algorithm. Moreover, the reasons for such results are 11 
the same as those reasons described before. For the synthetic databases 12 
T_10000_I100_MI10_NP_80 (the dense database), Figures 1(c) and (d) show the compari- 13 
sons of the two concerned algorithms. The result are similar to the comparison between 14 
the two algorithms. 15 

  
(a) (b) 

  
(c) (d) 

Figure 1. A comparison under the change of k. (a) The processing time by using the real database 16 
retail. (b) The total amount of candidate by using the real database retail. (c) The processing time by 17 
using the synthetic database T10000_I100_MI10_NP80by. (d) The total amount of candidate using 18 
the synthetic database.  19 

5. Conclusion 20 

In this study, we developed the TIPN-table-based algorithm to mine top-k high on- 21 
shelf utility itemsets efficiently. The TIPN-table-based algorithm only scans the database 22 
once and sorts the database once. Moreover, we proposed the global and local concepts to 23 
make the tight upper bound. We utilized a bit map strategy to decrease the processing 24 
time. The experiment results showed that the TIPN-Table-Based algorithm better per- 25 
formed than the KOSHU algorithm. 26 
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